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High Availability –  

 

This is to ensure that the application is running without any  business impact

      

Purpose 

Note:- 

 

• Given steps are according to our requirement and setup, so might be we have not moved some 

components i.e. mrtg, but those can be move like this 

 

• Use quorum disk only when you have fence device else leave the step and configure HA without 

quorum disk.      



 Two Linux VM with CentOS 6.5 for Nagios XI 2014 2.7 

Prerequisites 

 One Linux VM for Openfiler (Virtual storage) 

 Network connectivity with dns and internet. 

 One Virtual IP and shared partitions 

 One physical system with OS & Oracle Virtual Box 

 Cluster packages – rgmanager, ricci, luci, gfs2-utils, iscsi 



Base Plan 

Create 3 VM’s using a single physical system and virtualization application. 
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Base Architecture 

Common services Common services 

Virtual IP 

Nagios Client & Server communication with virtual IP 
XI console access with Virtual IP 



Here we are using one physical box with Intel core i5 processor, 12 gb ram, 500 gb hdd 

and Windows 7 OS. On which we have installed  Virtual box for creating three virtual 

machines. 

  

Overview 

 VM-1 using as primary application server where Nagios XI, Mysql, Pgsql  

and its sub components are installed 

 
 VM-2 using as secondary application server where Nagios XI, Mysql, Pgsql 

and its sub components are installed 

 
 VM-3 using as storage where openfiler is installed, created two volumes 

and mapped to both XI servers as shared partitions. 

After completion of OS & XI installation on both server, we installed the redhat 

cluster packages on both server, created a cluster, add both node into cluster, 

mapped shared partition to both server, created fs failover and IP failover. 

Then we moved required XI configuration files and db’s from primary server to 

shared partition. Then created a script which will check status of each node 

and according to instruction will stop and start required services.  



Configuration Steps  

 Installed Virtual-box on base host and created CentOS VM as Nagios Primary 



Configuration Steps  

 Installed Virtual-box on base host and created CentOS VM as Nagios 

Secondary 



Configuration Steps  
 Installed Virtual-box on base host and created Openfiler VM as Storage 



Configuration Steps  

 Did the online installation of Nagios XI on both CentOS VM 

            We used Nagios XI 2014 2.7 version 

cd /tmp 

wget http://assets.nagios.com/downloads/nagiosxi/xi-latest.tar.gz 

tar xzf xi-latest.tar.gz 

cd /tmp/nagiosxi 

./fullinstall 

 Did the installation of Redhat cluster packages on both server   

yum install ricci 

yum install rgmanager 

yum install luci 

yum install gfs2-utils 

yum install iscsi 



Configuration Steps  

 Created a cluster as test using luci console and added both node in to cluster   



Configuration Steps  

 Created two volumes on storage using volume option 



Configuration Steps  

 Created two volumes on storage 



Configuration Steps  

 Mapped volumes on both server as sdb & sdc 

     iscsiadm -m discovery -t sendtargets –p 10.10.126.43 



Configuration Steps  

 Created quorum disk using the shared partition sdb 

      mkqdisk -c /dev/sdb -l quorum1 



Configuration Steps  

 Formatted the sdc partition with gfs2 partition and created a directory 

name as common on both server 

     mkfs.gfs2 -p lock_dlm -t test:GFS -j 2 /dev/sdc 



Configuration Steps  

 Created a failover domain and added both device in to 



Configuration Steps  

 Created one resource as gfs for file system failover using common as mount point 



Configuration Steps  

 Created second resource as VIP, so it will be function able from any cluster node  



Configuration Steps  

 Created a service group and mapped both resources with it 



Configuration Steps  

 Stopped all services on both node and move configuration files and DB from 

primary server to common partition (/etc/httpd/conf.d, /etc/nagiosql, 

/usr/local/nagios /usr/local/nagiosxi, /usr/local/nrdp, /var/www/html/nagiosql, 

/var/lib/mysql, /var/lib/pgsql 

service nagios stop && chkconfig nagios off  

service mysqld stop && chkconfig mysqld off 

service postgresql stop && chkconfig postgresql off 

service npcd stop && chkconfig npcd off 

service ndo2db stop && chkconfig ndo2db off 

mv /etc/httpd/conf.d /common 

mv /etc/nagiosql /common  

mv /usr/local/nagios /common  

mv /usr/local/nagiosxi /common 

mv /usr/local/nrdp /common 

mv /var/www/html/nagiosql /common/main 

mv /var/lib/mysql /common  

mv /var/lib/pgsql /common 



Configuration Steps  

 Removed the default folders from second server. Created sim link for all moved 

folders from common to their default location on first server then mount common 

partition on second server and created sim link on second server as well  

rm –rf /etc/httpd/conf.d && ln –s /common/conf.d /etc/httpd/conf.d 

rm –rf /etc/nagiosql && ln –s /common/nagiosql /etc 

rm –rf /usr/local/nagios && ln –s /common/nagios /usr/local 

rm –rf /usr/local/nagiosxi && ln –s /common/nagiosxi /usr/local 

rm –rf /usr/local/nrdp && ln –s /common/nrdp /usr/local 

rm –rf /var/www/html/nagiosql && ln-s /common/main/nagiosql /var/www/html 

rm –rf /var/lib/mysql && ln –s /common/mysql /var/lib 

rm –rf /var/lib/pgsql && ln –s /common/pgsql /var/lib 

 



Configuration Steps  

 We created a script and put run on both server via cron to start the off 

services on active node. 



Configuration Steps  



Configuration Steps  

 Test case – Application is successfully work & access whole configuration with 

VIP if  any node down 

 Cluster status on server 



Thank You 


